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ABSTRACT

In a companion paper, we have presented so-called Spatio-Spectral Maximum Entropy Method
(SSMEM) particularly designed for Fourier-Transform imaging over a wide spectral range. The SSMEM
allows simultaneous acquisition of both spectral and spatial information and we consider it most suitable
for imaging spectroscopy of solar microwave emission. In this paper, we run the SSMEM for a realistic
model of solar microwave radiation and a model array resembling the Owens Valley Solar Array in order
to identify and resolve possible issues in the application of the SSMEM to solar microwave imaging
spectroscopy. We mainly concern ourselves with issues as to how the frequency dependent noise in
the data and frequency-dependent variations of source size and background flux will affect the result
of imaging spectroscopy under the SSMEM. We also test the capability of the SSMEM against other

conventional techniques, CLEAN and MEM.
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I. INTRODUCTION

This paper examines the performance of a technique
for radio interferometric image reconstruction that we
call the Spatio-Spectral Maximum Entropy Method
(SSMEM). In a companion paper (Bong et al. 2005—
Paper 1), we extended the original ideas of Komm et
al. (1997) from the 1D case to two spatial dimensions,
and presented the 2D algorithm and its mathematical
underpinnings. In this paper we wish to evaluate the
technique for a model spectral brightness distribution,
so that we can determine the usefulness of SSMEM
in the case applicable to observations with the Owens
Valley Solar Array (OVSA), i.e. the case of a sparse
array observing solar continuum radio emission over 1-
18 GHz. However, the method should have wide valid-
ity for similar cases where the observations pertain to
slowly and smoothly varying spatial structure with fre-
quency, for which measurements at sufficiently closely
spaced frequencies (dv/v ~ 0.1) are available over a
broad range (Av/v ~ 2).

Solar microwave emission is mainly due to gyromag-
netic radiation (Melrose 1980), which appears in the
form of a broad spectrum. Interesting spectral fea-
tures may occur in any part of the spectrum. Spec-
tral diagnostics lead to the determination of physical
parameters such as coronal magnetic field and electron
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temperature (Gary & Hurford 1994). Thus preserv-
ing the spectral morphology across a wide range of
frequencies, perhaps over several octaves, is of major
concern. SSMEM is expected to address this demand,
since the brightness map at each frequency is con-
structed through communication with those at neigh-
boring frequencies at the same spatial location (Paper
I). The rationale of SSMEM is thus consistent with the
scientific goal that we want to achieve through solar
microwave observation. For instance we want to de-
termine the spectral index within the data uncertainty,
and SSMEM allows this determination consistent with
the data.

In evaluating SSMEM as a tool for solar microwave
imaging spectroscopy, we specifically consider possi-
ble difficulties arising in implementing solar imaging
spectroscopy, and how the SSMEM can handle these
problems. The solar-specific difficulties that we con-
sider are as follows: (1) the radiation mechanism of
solar microwave emission is closely associated with the
magnetic field distribution in active regions. As a re-
sult the source size scales with magnetic field so that
the morphology at a high frequency is determined by
stronger field. In some cases it is also weighted by ener-
getic particles. Since the magnetic field variation and
energetic electron distribution are two intrinsic prop-
erties that we want to explore, an imaging technique
that can handle the uv distribution variation with fre-
quency, and that of intrinsic source variation is needed.
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(2) Solar phenomena are transient, and therefore snap-
shot mode rather than earth rotation synthesis is pre-
ferred. This will limit uv coverage unless the array has
a large number of baselines. Some arrays, like OVSA,
are designed to have many frequencies to measure the
solar microwave spectrum, but consist of a relatively
small number of baselines to be weak in imaging. At
radio wavelengths, we have an opportunity to use the
independent spatial information at adjacent frequen-
cies to enhance the imaging through a technique called
frequency synthesis (e.g. Conway et al. 1990; Sault &
Wieringa 1994), but at the cost of frequency resolution.
The SSMEM algorithm proposed in Paper I is an at-
tempt to improve on frequency-synthesis by determin-
ing a source model that is the best fit globally to both
the spatial and spectral information in the interferom-
eter data. (3) In the case of solar radio observations
the system temperature is dominated by the source.
This is different from most other astronomical interfer-
ometry where thermal noise dominates the signal. It
is necessary to understand the nature of noise in each
case, which is a built-in feature in all MEM-type algo-
rithms (Wernecke & D’Addario 1977, Gull & Daniell
1978, Skilling & Bryan 1984, Cornwell & Evans 1985,
Narayan & Nityananda 1986, Cornwell et al. 1999).
We will address the above-mentioned issues using the
SSMEM presented in Paper 1.

II. THE SSMEM

In this section, we outline the basic formultion of the
SSMEM, the optimization techniques, and the conver-
gence criteria used for the SSMEM.

(a) Basic Formulation

Astronomical MEMs define an object function J in
terms of the spatial entropy, H, data constraint, x?,
and flux constraint, I, and search for the solution map
which maximizes J subject to the constraints. Since
the SSMEM is meant to be an extension of the conven-
tional MEM to include the frequency space as well as
the zy plane, we introduce the frequency index k& and
treat each of the terms in conventional MEM object
function as spectral components at the k-th frequency.
The object function in the SSMEM is thus written in
the following form:

J=lek_zak)(i_zﬁkl“k+’)'zsk (1)
k k k

k

The first three terms in the right hand side are usual
MEM quantities that are defined as:

-3 Tl (nf: ) (2)

J
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Hi,

F, = ) Ty-F, (4)
J

where T and mj. are, respectively, the map tempera-
ture and default temperature at the j-th pixel and k-th
frequency; Vi and V;’A are the calculated and observed
visibilities at the i-th baseline and k-th frequency; ny,
and oy, are the total number and standard deviation
of V., respectively. A main difference of SSMEM from
MEM lies in the last term, Sk, called the spectral en-
tropy, which is introduced as a mechanism for exchang-
ing information across frequencies (Komm et al. 1997).
The spectral entropy is defined as

Til
Sk=— E Tjkll]( RL )
7 Mk

with ik = Mk + |Tjk — (Tjr)| (5)

where (Tj.) is the logarithmically interpolated temper-
ature from adjacent frequencies (See, for more details,
Paper I). Were there no other constraint, S; will be
maximized when T, = (T)jx), and the spectrum at a
given spatial position follows a power law function of
frequency as we intended. A multiplicative factor, ~
plays a role of leveraging the relative importance of the
spectral entropy to the spatial entropy. ~ = 0 corre-
sponds to conventional MEM. In Paper I we have shown
that setting this factor to unity leads to adequate re-
sults.

(b) Optimization Techniques

Optimization of the entropy consists of the maxi-
mization of the object function and adjustment of the
Lagrangian multipliers so that the constraints are sat-
isfied. We express these two steps in terms of two sets
of equations:

VyeJ =0 and  f(2)=0 (6)
The new quantity f(z) is a multi-variate vector func-
tion defined as:

f(z):{xzyFk} aIld ::{akmgk}!
k=1,---,n, (M)

In general, we can think of two techniques for solving
these equations. In a conservative approach, we may
solve the first equation V.J = 0 to get the map Tj; un-
der fixed Lagrangian multipliers and then solve the sec-
ond equation f(z) =0 with the temperatures obtained
in the previous step, which repeat until both sets of
equations are satisfied altogether. Second method is to
use a modified Newton-Raphson (NR) method, which
allows {ag, B} and {Tji} to be advanced simultane-
ously (Cornwell & Evans 1985; Sault 1990). We will
implement both approaches in this section and decide
later which one is more suitable for our SSMEM based
on the result in the next section.
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i) Sault’s Algorithm

In Sault’s (1990) formulation, the Lagrangian mul-
tipliers, as well as the temperatures, are regraded as
variables of the object function (hence in the present
case, J = J({Tjx}, {or}, {Br}) with j = 1,--- , np and
k=1,--+-,n,). This formulation then reveals that the
above-defined constraint function f(z) = 0 corresponds
to {0J/0ay,dJ/3B,} = 0. Therefore the two sets of
equations in equation (6) can be unified into a set of
equations:

Ve =0 (8)

where & = {T}j, a, B }. Since both sets of the equa-
tions now look alike, this formulation naturally encour-
ages simultaneous adjustment of the temperature and
Lagrangian parameters in one step. Cornwell/Evans
(1985) and Sault (1990) suggest to solve the equation
by the NR method:

56 = —(V§V€.])_1 . V&I (())

However, the Hessian matrix V¢V¢.J is huge in size,
and a modification from the standard NR has been
suggested. That is to ignore the off-diagonal elements
of the matrix VoyVr.J as a justifiable approximation
(Cornwell & Evans 1985).

To use this approach for our SSMEM, we simply
extend ¢ (and accordingly the Hessian matrix) to in-
clude the frequency space. The resulting Hessian ma-
trix Ve VeJ when expressed in terms of Vo VpJ, Voxi
and VrFy, takes the same form as that of Sault (1990),
with a trivial difference in the additional frequency in-
dex k and is thus not reproduced here. An important
difference lies, however, in the fact that the present
VVr.J contains additional off-diagonal elements as-
sociated with the spectral entropy term, i.e., VoVS.
We will use only the diagonal elements of Vp VS as
well as other diagonal elements as a test of the modi-
fied NR method, without actually knowing at this stage
how this approximation will affect the convergence in
the present SSMEM. We shall examine the results of
this test and compare with an alternative method in
§3.2.1.

We however make a simple remedy in an attempt
to make our spectral entropy calculation more consis-
tent with the Cornwell /Evan’s approximation. The off-
diagonal components of V7V ¢S arise because spectral
entropy at one spatial location and a frequency (say
Sjx) depends not only on the temperature at that lo-
cation (Tjx) but on the temperatures at neighboring
frequencies (Tjdfc), and each of the latter two temper-
atures are again related to four nearby temperatures
via the interpolation factor Rk (see eq. [4]-[7] and
Figure 1 of Paper I). When these (total eight) neigh-
boring temperatures are adjusted, they will contribute
to the final adjustment of 6. A net result of ignoring
their contribution is then an overestimation of §¢. This
can be prevented by boosting up the diagonal elements
of VoV S, to compensate the missing contribution

from the off-diagonal elements. For this purpose we re-
scale the diagonal component of V7V 7.S;, in the above
calculation using the interpolation factors:

925, 9251
— — Gikj'k S (10)
()sz’k’ I ()Tj?,k,
with
2
ikjrhr = = (11)

o + - —
()jj'ékk’ + Q. R;—kj’k’ + . ikl k!

The factor 2 appears in the numerator, because Sjy. is
determined by T} and (Tji), and the latter is deter-
mined using temperatures at two neighboring frequen-
cies along with the interpolation factors, ai,t. The other
interpolation factor Rj-:kj, » appears here to make all the
four nearby temperatures adjusted by equal amount.
This boosting factor is equal to or greater than unity
so as to prevent overestimation of §¢ (see eq. [9]).

ii) A Conservative Algorithm

We also consider an alternative optimization tech-
nique that makes use of only the first derivative of the
object function. A motivation is, of course, the fact
that the above approximation of the Hessian matrix of
J (i.e., excluding off-diagonal elements of VoV 7.S) can
be avoided and it can thus serve as a cross-check. In
this effort, we take a conservative approach, in which
the two sets of equations in equation (6) are solved in
separate stages, namely, we first solve VpJ = 0 with
fixed z and use the solution {7} in solving f(z) = 0
in one cycle of optimization. The updated z are then
fed into the next cycle of maximization, which repeats
until we get complete solutions to equation (6).

The reason why we intend to solve Vo.J = 0 sepa-
rately from f(z) = 0 is that the former simply repre-
sents a problem of finding the maxima of J in a mul-
tivariate space Tj; and can thus be solved using an al-
ternative maximum searching algorithm such as Con-
jugate Gradient (CG) Method (Press et al. 1992, p.
420). On the other hand, the latter equation f(z) =0
represents neither maximization nor minimization con-
ditions, but rather a problem of finding roots of the
equation. Therefore the solution to this equation can
be found more suitably by NR Method rather than by a
maximum search algorithm. The NR equation, in this
case, takes the form:

dz=-C7'.f (12)

where C is a Jacobian matrix defined by Cpy = 9fp/0zq,
and p and ¢ are indexes running from 1 to 2n,. Al-
though at the beginning this Jacobian matrix has to
be created fully by taking all derivatives of f with re-
spect to the set of Lagrangian multipliers z, later on we
can reuse the initial matrix obtained, to find the next
one by a faster method, Broyden’s method (Press et al.
1992, p. 389).
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The CG method utilizes only the first derivative of
the object function. Cornwell & Evans (1985) pointed
out that any algorithms employing only the first deriv-
ative may lead to a problematic steep gradient near
small temperature due to the functional form of the en-
tropy. To address this problem, we introduce a change
of variable from T to some other variable ¢ which will
guarantee the gradient of J defined with respect to ¢
behaves well at low T. We consider ¢ defined by

Tk Mgk

mjr  Tjk

(13)

Jjk

where mj;, is the default map at pixel j and frequency
k. This quantity ¢ behaves similar to T for T" > m
(¢ > 0) and this change of variable is not much different
from the original formulation. ¢ is mainly introduced
for the range of 0 < T < m (—o0 < ¢ < 0) where ¢ ~
—T~! and has an effect of slowing down the rapid diver-
gence of the gradient, avoiding the overshooting prob-
lem in low 7. We thus replace the gradient in 7" space
with that in ¢ space, i.e., 8/0C; = (dTji/dC )0/ 0T}y
We argue that since (d7/d() is positive and bounded,
V¢J =0 is equivalent to VoJ = 0.

To close this section, we summarize the advantages
of each method. The Sault’s method is based on a mod-
ified NR technique and leads to coherent treatment of
both temperatures and Lagrangian parameters and can
be considered an efficient method. The second method
based on CG involves no approximation, and also skips
the calculation of the second gradient of the object
function. It however performs maximization of J and
adjustment of Lagrangian parameters separately, which
can be viewed as inefficient. It is our goal in §3.2.1 to
compare capabilities of the NR and CG methods based
on actual simulation result.

(¢) Convergence Criteria

It is often arbitrary to define the criteria for V.J =0
and f(z) = 0 and the criteria must be tied to the op-
timization technique used. In the present formulation,
we consider that V.J approaches to zero closely enough
if its magnitude becomes smaller than a fraction of the
magnitude of the vector sum of its constituent terms.
For the constraints, we may consider f = 0 is satisfied
if its absolute values {|xi|,|Fi|} are small compared
with {nyy, F{} or comparable to their uncertainties.
We wish to have the convergence criteria essentially
the same for both methods, so that the resulting solu-
tions are consistent with each other. However there are
inevitably a few minor differences, as described below.
From this point on, we will simply call the two opti-
mization techniques in §2.2.1 and §2.2.2 by NR and
CG methods, respectively.

i) Criteria under the NR Method

To set the criterion for map convergence, the magni-
tude of V.J needs to be defined. Since this is a vector

quantity and the criterion should also be met at each
frequency, we define the magnitude of the vector in the
row corresponding to the k-th frequency as:

We want this quantity to be smaller than a small frac-
tion of that of the constituent terms,

[VrHi* + af|[Vrxi|?

. < -
V| < e +BE |V Fi|* + 7%V S

(14)

2
k

where we set ¢ to a small value, ¢ = 0.03.

For the criteria of the constraints, we may consider
[ as having converged if its absolute values {|x%|, |Fi|}
are small compared with {nyy, Fj,} or comparable to
their uncertainties. We thus set the criteria for the
constraints as

Ix;| < max(enyk,dx:) (15a)
|Fi| < max(eF},0F}) (15b)

for every frequency k. Now the uncertainties in the
constraints 7 and Fj would simply be

i = V2nyi (16a)
OF, = OF} (16b)

V2nyy is the standard deviation of the chi-square dis-
tribution, and dFj, is the uncertainty of Fj, given as an
input parameter.

ii) Criteria under the CG Method

To have the criteria for CG method consistent with
those of NR method, we have to make a few minor
modifications. First of all, under the CG method, the
differentiation is made with respect to ¢ instead of T,
and the above definition of the magnitude of Vp.J is
replaced with V¢.J. We also introduce spectral weights
wy. for each spectral object function, Ji, in the CG
method so that .J is modified to J = Zk, wyr Jr. This
is to prevent a case in which the gradient of .J at a par-
ticular frequency dominates over others at the remain-
ing frequencies, and thus dominates the whole process
of maximization. For this purpose we normalize the
x? term of each frequency by setting wy = (apnyr)™t.
Thus a modified form of equation (14),

2 2 2.2 2|2
wii| Ve Hi|* + wiiog|Vexil
|v<J[k s c\/ +wf.;3§|V<Fk| + "‘,’2|V(S|}2c (17)

is used for the maximization criterion under the CG
method, where S is also modified to S = )", , wgs Sk

Under the CG method, {xi} and {F}} are known
after the maximization. The maximization is achieved
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only approximately within its convergence criteria, and
the achieved {x} and {F}} may be different from those
at the true maximum point. The differences would be
related to the final change 6¢, if the true maximum
point is located within the range of [3°(6¢;x)*]'/? at
each frequency. We are thus led to modify the ranges
of uncertainty, dx3 and dFj as

5x; max | [Vexi| D (0¢x)2, /20y, [18a)
J

§Fe = max [ [VeF| [S0(6¢)2,6F, | (18b)
J

Since we require these criteria to be met at all fre-
quencies, sometimes the iteration may have to continue
although the criteria are satisfied at many frequencies.
Although this may slow down the overall process, we
give weight to the more accurate solution rather than
the faster process in CG method.

III. APPLICATION
(a) Models

Since the goal of our investigation is how SSMENM
can help with solar microwave imaging spectroscopy,
we carefully design a model that we believe has char-
acteristics of solar microwave radiation as described in
§1. We mainly focus on three model parameters: the
source size, signal-to-noise ratio of the data, and back-
ground flux, which are set to vary with frequency in
a specified way. The latter two elements may be in-
significant factors in other imaging algorithms, but are
significant here because of their major role in the MEM
algorithm. An important aspect of this investigation is
to determine how the frequency dependence of these
factors may affect the science drawn from the imaging
spectroscopy.

i) Array and Source

For the model array, we take the OVSA antenna
locations (Gary & Hurford 1999). The array configura-
tion and the corresponding uv distribution are shown in
Figure 1(a) and (b) respectively. The system consists
of 7 antennas, which gives 21 baselines or equivalently
21 wv points at a time. The number of uv points is
rather small and the uv coverage is highly asymmet-
ric, as shown in the figure. It is therefore of interest
to determine to what extent the SSMEM helps in over-
coming this poor uv sampling.

We create the radiation source and its frequency
variation to mimic real sources on the Sun. Such
sources are typically dominated by either single/double
Gaussians or single curved ellipse, because the radiat-
ing electrons are trapped in magnetic loops connecting

two footpoints or bipolar sunspots (see, e.g., Aschwan-
den et al., 2002). Active region sources generally main-
tain coronal temperature at low frequency and decrease
at high frequency. The source size decreases with fre-
quency because the higher frequency emission comes
from stronger magnetic field (see, for instance, Dulk
1985). We thus use a combination of two Gaussians
which are centered at (z.,y.) with peak temperature
T, and width w. The width decreases with frequency
according to a power law

v -C

v “’5(5 GHz) (19)
where ws is the width of the source at 5 GHz. The
separation between the centers of the two Gaussians is
fixed in our model. Schmahl & Hurford (2002) have
shown that typical core size of hard X ray sources is
~ 10”. We choose compatible sizes and list them in
Table 1. As a result, this model can simulate a single
large source at low frequencies and a pair of double
smaller sources at higher frequencies, which, we intend
to simulate the large coronal loop source connecting
bipolar sunspot sources. Whether the source size varies
more or less rapidly with frequency compared with the
beam is an important factor.

We denote the true, noiseless model temperatures
as tjp with j denoting map pixel and k frequency as
before, which is then Fast-Fourier-Transformed into the
uv plane to obtain true visibilities:

Vi = D tyre?T i (20)
j/

in units of solar flux units (sfu)*. The true observed
visibility, V};, at the preset (u,v) point of each baseline
i (Fig. 1(b5) is then interpolated from the above visi-
bility in the uv grid, Vj‘k, and is used for computation
of x2.

ii) Noise

We create the observed visibilities V. by adding
noise at each baseline ¢ and frequency k, according to

the rule:
i = Vik + Noig (21)

*1sfu=10% Jy =102 Wm 2 Hz !

TABLE 1.
(GAUSSIAN SOURCE PARAMETERS AT 5 GHz
Tp Te Ye ws
Source (MK) () (") (")
1 2.0 10 5 10
2 1.5 —15 0 7
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Fig. 1.— Model uv distribution as used in the tests. (a) Antenna configuration of OVSA.
Geographic north is up and east is to the right. Each circle represents an antenna position.
(b) Snapshot uv coverage at 1 GHz resulting from the OVSA antenna configuration. Here,

u points in the west and v points north.

where N is a random complex variable with Gaussian
distribution of unit variance, and oy is the standard
deviation of the noise. The noise in the visibility arises
from the antenna-based noise, which depends on many
factors. Although this is much of a hardware design is-
sue, we make a simple investigation on a plausible form
of the noise-contaminated visibility in Appendix A. We
focus on how the noise in the visibility should depend
on that of antennas in the case of a solar observation?.
The idea is as follows: in conventional astronomical
interferometry, the antenna noise dominates the sig-
nal, and the correlated signal from two antennas is also
dominated by the product of noise from each antenna.
Therefore the correlated noise could be handled inde-
pendent of the signal strength. This is typically not
true for solar interferometry, where the system tem-
perature is dominated by the high flux density of the
Sun, and as a result, the visibility will include the prod-
uct of noise from one antenna and signal from another
antenna. As described in Appendix A, if the antenna
noise is proportional to the source flux density, as in
the solar case, then the standard deviation is propor-
tional to the visibility amplitude o o |V|. We assume
this dependence for the noise in the models presented
here. In addition there can (in general) be white noise
introduced to the correlated signal. Under this consid-
eration, we use a standard deviation in the following
form:

ow = AV + B (22)

The noise is thus parameterized by A and B in units
of sfu, which represent the amplitude dependent part
and the white noise, respectively. We will set A and

TThe idea has been inspired by D. Emerson’s presentation during
Frequency-Agile Solar Radiotelescope (FASR) science definition
workshop held in Green Bank, WV, USA, 23-25 May, 2002.

B to be independent of frequency merely for conve-
nience. Since the solar intensity generally increases at
low frequencies and decreases at high frequencies, as
does the visibility amplitude |V, equation (13) implies
that we impose a relatively larger amount of noise to
the visibility at higher frequencies, which might have
a systematic effect on the imaging. We regard this as
another important issue that should be addressed by
solar microwave imaging spectroscopy.

iii) Background Flux

The background temperature is a factor in the MENM
algorithm (as opposed to the CLEAN algorithm where
the background flux is zero) because the temperature
should be positive everywhere by definition. The choice
of background flux in MEM is important since we adopt
the flux as a constraint following Cornwell & Evans
(1985). For instance, the background flux, if set too
low, may lead to a situation where a solution satisfying
the a priori of positivity no longer exists. This problem
vanishes as we increase the background temperature to
some level. A problem is whether or how the resulting
map depends on the background temperature level.

In the present model we consider the background
flux only as an internal parameter. For solar flare
data processing, it is conventional to subtract the back-
ground to determine the flare generated flux only. The
background flux we add here is then the flux of a flat
background temperature 7°® which is introduced for
mapping purposes only. We therefore consider it worth-
while to investigate this effect by using SSMEM mod-
els with different choice of background temperature.
To minimize any frequency dependent effect associated
with the background, we use a parameter D as the con-
trast against the maximum brightness temperature in
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the map, independent of frequency:
T2® = D max(T5™) (23)

Under the considerations given above, we create
seven different models as summarized in Table 2. Model
1 has the most probable data noise prescribed with
A =0.03 and B = 0.02 sfu, and an ideal source varia-
tion with frequency that goes with the beam size, with
C = 1. Taking model 1 as our reference model, we
take A and B ten times greater in models 2 and 3, re-
spectively. In models 4 and 5 we use different source
size variations with frequency, i.e., C' = 1.5 and 0.5.
D = 0.3% is used as a typical case of arbitrary back-
ground flux level, and is varied in models 6 and 7 to
0.03% and 3.0%, respectively.

(b) Results

We run SSMEM on the seven models listed in Table
2 to investigate the effect of various model parameters
on the result of spectral map reconstruction. In addi-
tion we also compare the results with other methods
of image reconstruction: CLEAN maps obtained using
the Hogbom (1974) algorithm and conventional MEM
maps obtained in the present SSMEM simply by ex-
cluding the spectral entropy term from equation (1).

i) Efficiency of the Optimization Algorithms

We first check whether the quality of final maps
depends on the optimization technique using model
1. The results are shown in Figure 2. The top pan-
els (a)-(c) shows the 2D maps reconstructed using
the NR (CG) optimization techniques as contours of
solid (dashed) lines on top of the true source shown as
greyscale image. The reconstructed maps show some-
what elongated features at all frequencies compared
with the true source (especially at 5.0 GHz), which is
due to the small number of baselines along north-south
direction. Otherwise the reconstructed maps are close
to the true models at all frequencies with little differ-
ence between the two optimization techniques. Panels
(d)—(f) show the 1D scans of the maps along the y = 5"

TABLE 2.
TRUE MODEL PARAMETERS

A B C D

Model (sfu) (%)
1 0.03 0.02 1.0 03
2 0.3 0.02 1.0 0.3
3 0.03 0.2 1.0 0.3
4 0.03 002 15 03
5 0.03 0.02 05 03
6 0.03 0.02 1.0 0.03
7 0.03 0.02 1.0 3.0

which reveal slight differences between the two meth-
ods, especially near the peak. The CG method yields
a higher but a little bit underestimated peak tempera-
ture, whereas the NR yields a lower profile around the
peak temperature at 1.8 GHz. At other frequencies the
1D maps are more coincident to each other. Panel (g)
shows the 1D scan along 2 = 10” where the uv points
are relatively deficient. Here it reveals little differences
between the two methods. The last two panels (h) and
(i) show local spectra measured at the position of the
two local maxima. The difference between two results
is again very subtle, compared with the difference from
the true spectra. It therefore appears that the NR ap-
proach is practically good enough compared to the CG
approach, in spite of the approximations made in the
calculation of VV.J. Figure 2 also demonstrates that
we were successful in making the convergence criteria
applied to both methods equivalent.

As both optimization techniques yield similar final
map quality, we examine the efficiency of each tech-
nique as a main factor. We make this test for six dif-
ferent cases that differ in terms of v and uv coverage,
and list the results in Table 3. The tests are made in
terms of the average time spent in computing the gra-
dient in the units of seconds, the number of calls to
the gradient computation routine, and the total time
required to finish the job, respectively, as listed in the
fourth to sixth columns. The corresponding results are
given as a pair of numbers divided by slash per item.
The numbers before and after each slash are the results
obtained with the NR and CG methods, respectively.

As the fourth column of Table 3 shows, the average
time spent in calculation of the gradient per optimiza-
tion cycle is shorter when the CG method is used in
the presence of the spectral entropy term (i.e., v > 0).
This computation takes longer under the NR method
because it requires additional calculation of the second
derivatives. However, as the fifth column shows, the
number of calls to the gradient calculation is always
higher under the CG method, because more frequent
adjustment of the search direction has to be made. As
a result, the NR outperforms the CG method in to-
tal computing time (the last column). The same trend
is seen even though spectral entropy term is weighted
up. Namely, when we increase v from 1 to 3, the total
computing time under the NR method does not change
significantly. This implies that our adjustment of the
gradient of spectral entropy (eq. [10] and [11]) works
to properly compensate the ignored off-diagonal terms
in NR. On the other hand, the total computing time
under the CG method is sensitive to . This is mostly
due to increased burden in calculation of the Jacobian
matrix C (eq. [12]) with large 4. The similar trend
continues when we adopt a much better uv coverage.
The only difference was that the uv coverage synthe-
sized over 4 hours required almost a factor of 10 more
time than the snapshot uv coverage. In addition, we
note that the NR method becomes much more efficient
than the CG method when the map size is larger. For
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Fig. 2.— Test run of SSMEM using the NR and CG optimization techniques with v = 1. Top panels show maps at

(a) 1.8 GHz, (b) 5.0 GHz, and (c) 14.8 GHz, respectively. The true source is shown as grey image and the contours are
the reconstructed images using NR (solid line) and CG (dashed line) methods. The contour levels increase by 20% of the
maximum of the true source. Middle panels: (d)—(f) show 1-D scan of the maps shown in the top panels along y = 5".
Bottom panels: (g) is 1-D scan of the maps at = = 10”. (h) and (i) are the local spectra measured at the position of two

local maxima: (z,y) = (10”,5") and (—15",0"), respectively.
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TABLE 3.
PROGRAM PARAMETERS
Case ~y wuv Coverage Grad. Avg. (s) Grad. Call Total (s)
1 3 Snapshot 2.8/24 940/ 2400 3400/ 6200
2 1 Snapshot 2.8/2.3 770/ 1500 2800/ 4000
3 0 Snapshot 1.1/1.3 510/ 1400 990/ 2200
4 3 4hr-Synthesis 2.8/2.4 6100/29000  22000/77000
5 1 4hr-Synthesis 2.8/2.3 6600/15000  24000/38000
6 0  4hr-Synthesis 1.1/1.3 7400/10000  14000/16000

Test is made using IDL 6.0 on a Windows PC having 500 MHz Pentium I11

CPU and 256 MB RAM.

instance, when we increased the map size from 128 x 128
to 256 x 256 pixels, we found that the running time un-
der NR increases just in proportion to the pixel num-
ber (i.e., 4 times longer than the cases presented in
Table 3), because the gradient is treated on pixel by
pixel bases. However, the CG method needs a much
longer search time, as the variable space where the so-
lution is searched through becomes wider. To summa-
rize, NR outperforms CG irrespective of the spectral
entropy weight and the uv coverage.

ii) General Behaviors of Model 1

We present in Figure 3 the SSMEM result of model
1. We show the spatial morphology reconstructed at
selected frequencies (contours) in upper panels and the
spectra (thin solid curves) at selected locations in lower
panels.

The reconstructed maps are plotted as contours over
the original model maps shown as grayscale images.
The contour levels are in intervals of 10% relative to the
maximum temperature of the original model. We note
that the reproduced maps follow the trend of single to
double sources and show relatively high dynamic range,
despite the small number of visibilities. But as the
source separates into a weaker one on the left and a
stronger one on the right, we notice that the weaker
source is so poorly reconstructed that it tends to be
elongated along y axis, which is the orientation of the
sparse uv distribution of the model array.

The spatially-resolved spectra shown in the lower
panels are arranged to correspond to the points marked
in the maps in the upper panels. The thin solid curves
are the reconstructed spectra, and the thick grey curves
are the model spectra. The reconstructed spectra agree
well with the original model spectra, especially at re-
gions in the vicinity of the strong source. However, the
reconstructed spectrum deviates more strongly from
the model spectra at the region of weaker footpoint
source. At higher frequencies the intensity is under-
estimated. We consider this failure partly due to the
increase of relative noise with frequency, which allows
SSMEM more freedom to reach a higher entropy, i.e. a
flatter map.

In Figure 4 we compare the images and spectra re-
constructed using SSMEM (left column) with those of
MEM (center column) and CLEAN (right column). In
this and following figures, the maps will be shown at
two frequencies 1.8 and 14.8 GHz only, and the spec-
tra at three points, pl (the stronger footpoint source),
p3 (the weaker footpoint source) and the middle point,
p2 (the loop-top source). At a glance the MEM re-
sult looks very similar to that of SSMEM both in map
and spectrum, as somewhat expected. The MEM re-
sult shares the same systematic deviation from the true
model mentioned above, i.e., the weaker left source
looks flat, and the peak temperature is underestimated
and decreases with frequency more rapidly than the
original model. Comparing in more detail, SSMEM
predicts a bit smoother spectrum and a temperature
closer to the true temperature. In addition, some ar-
tificial features which are seen in MEM 14.8 GHz are
suppressed under SSMEM. The suppression of such ar-
tificial features results because the position of ripples
varies with frequency and maximization of spectral en-
tropy reduces this unwanted feature.

The CLEAN images appear broader than the true
sources and the images are more elongated along the
y axis compared with the source because of the asym-
metric CLEAN beam. As a result the intensity levels
are also lower. This could be regarded as the intrinsic
weakness of the CLEAN algorithm unless the beam is
sufficiently round and small compared with the source.
The spatially resolved spectrum would obviously de-
pend on how good the recovery of morphology is at
each frequency. After convolution with the CLEAN
beams, the spectra reconstructed under CLEAN show,
in overall, lower temperature than the original model,
in which sense the spectra are poorly reconstructed.
However we have noticed that the brightness temper-
ature is underestimated at all frequencies more or less
evenly. As a consequence, the spectral slope itself could
be close to that of the original model, especially at the
peak locations (pl, p3). Note however that the spec-
tral slope at p2 deviates from the original model. We
consider that the relatively large CLEAN beam just
spreads the source temperature to the nearby locations,
giving lower values at the source peaks and higher val-
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Fig. 3.— Imaging spectroscopy using the SSMEM for model 1. Upper panels show reconstructed
maps and lower panels show the spatially-resolved spectra. The reconstructed maps are shown as
contours and the original models as grey images at selected frequencies. Contour levels are every 10%
of the original maximum temperature at each frequency. The cross symbols mark the positions selected
for display of the spectrum in the lower panels. In the spectra, thin solid lines are the reconstructed
spectra and thick grey lines are the original model spectra.
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Fig. 4.— Comparison of the imaging spectroscopy made using (a) SSMEM, (b)
MEM, and (¢) CLEAN for model 1. For each method, maps at two frequencies,
1.8 and 14.8 GHz, and spectra at three points (pl,p2,p3) are shown. pl and p3
are considered as footpoint sources, while p2, as a loop-top source.
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ues elsewhere.

iii) Data Noise

In Figure 5 we show the result of a comparison of
model 1 with models 2 and 3 in columns (a)—(c), re-
spectively. These models differ only in the noise ap-
plied to the visibility data. As expected, in the pres-
ence of a larger amount of noise the reconstructed maps
show more distorted images which are extended along
the y axis compared with model 1. We can under-
stand this as due to the fact that map values along
this direction are more weakly constrained, and so the
maps become flatter. Accordingly the above mentioned
problem of weaker source being underestimated is more
pronounced in the presence of greater noise. Regarding
the reconstructed spectra, we find that model 2 (lower
panels in column (b)) has led to an underestimate of
the brightness temperature everywhere in the maps and
model 3 (lower panels in column (c)) leads to an even
greater underestimate. As the noise is dominated by
the factor A in model 2, the reconstructed spectra at
the peaks show relatively uniform deviation from the
original model. In comparison the result of model 3
shows a greater deviation from the original at high fre-
quency. This is because the dominance of white noise
B in model 3 makes the signal to noise ratio smaller
at high frequency. As a result the high frequency spec-
trum is underestimated while the low frequency part
is well reproduced, resulting in an incorrect spectral
index.

The last two columns (Figure 5(d)—(e)) show the re-
sults obtained for model 3 with MEM and CLEAN,
respectively. Both show the trend of more distor-
tion along y-axis in the presence of larger amount of
noise. Just as the CLEAM map tends to be elongated
along north-south because of the CLEAN beam in such
shape, MEM maps also become elongated in the same
direction because of the increased uncertainty in the
data. The SSMEM does reduce such morphological
deformation to some extent. Spectral variations are
reduced under SSMEM compared with the results ob-
tained under MEM and CLEAN. The effect of noise on
both MEM- and SSMEM-derived spectra is a system-
atic underestimation of the temperature with increas-
ing noise, due to the nature of the MEM algorithm (i.e.,
making the image flatter under increased noise). This
is a tendency that must be considered in determining
the spectral index through imaging spectroscopy.

In summary, we found that noise affects the map
reconstruction under SSMEM or MEM in such a way
that the brightness of weaker and smaller sources tends
to be more seriously underestimated, and the spectral
variations grow, although the stronger sources may still
be well recovered. This problem of recovering weak and
concentrated sources in the presence of noise is com-
mon to all methods. SSMEM produces morphology
apparently similar to MEM, but performs better both
in recovering spatial structure and in yielding spectral

smoothness. In the example in Figure 5 the varia-
tions in the reconstructed spectrum may be considered
a measure of the effect of noise, and thus smoothness
in the spectrum can tell how well the reconstruction
algorithm handles the noise.

iv) Source Size Variation with Frequency

We investigate how a source size variation with fre-
quency will affect the maps and spectra obtained un-
der SSMEM, using models 1, 4 and 5. The change of
source size relative to uv coverage will be another im-
portant factor that will affect result of spectroscopic
imaging. In model 1, the source changes in such a way
to offset the uv change (C' = 1.0). In Figure 6(a)-
(c), we compare this with two other cases in which
the source size varies with frequency faster (model 4)
and more slowly (model 5) than the beam size, respec-
tively, using power-law indexes of 1.5 and 0.5. As a
consequence, model 4 has a larger source at low fre-
quencies, in which the spatial reconstruction comes out
well, but the brightness temperature is underestimated.
In model 5, the source at 1.8 GHz is smaller than the
beam and the reconstructed source is elongated along
the y axis as due to the smaller amount of information
along the v axis. Looking at the reconstructed spec-
tra, models 4 and 5 show opposite trends: in model
4 the brightness temperatures at pl and p3 are un-
derestimated toward the high frequency end while in
model 5 they are underestimated at low frequencies,
while no characteristic frequency dependence is seen for
the resulting temperature at p2. Therefore, for source
sizes near to or smaller than the beam, a frequency-
dependent source size will certainly present a problem
in spectroscopic imaging.

In Figure 6(d)—(e), we compare SSMEM with other
two methods using the model 5 results. MEM and SS-
MEM show similar results. At pl both methods pro-
duce brightness temperatures that are underestimated
at low and high frequencies, which is probably related
to the fact that uv sampling is optimal at the mid-
dle frequencies and becomes worse at other frequen-
cies. The deviation is substantial at the weaker foot-
point source p3 and somehow minimal at the loop-top
source p2. As designed, SSMEM produces a smoother
spectrum than does MEM. The CLEAN spectrum ap-
proaches the model spectrum at higher frequencies at
pl and p3, as this imaging technique depends on the
beam size, but CLEAN does a poor job at p2 at all
frequencies.

The partial failure of spectral reconstruction due to
an unresolved, frequency-dependent source size at some
frequencies will be an unavoidable problem in any imag-
ing spectroscopy with a fixed array. This should there-
fore be addressed by hardware design, e.g. scalable
array (White et al. 2003). Nevertheless we can say the
following. For MEM and SSMEM, the result is good at
frequencies where the resolution in the uv distribution
matches or exceeds the source size. Even when the
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Fig. 5.— Effects of frequency-dependent noise. Results for models 1-3 are shown in the columns (a)-(c), respectively.
Models 2 and 3 have enhanced noises, (A = 0.3, B = 0.02) and (A = 0.03, B = 0.2), respectively, compared with model 1
(A =0.03, B=0.02). Columns (d) and (e) show the results for model 3 obtained with MEM and CLEAN, respectively.
Same drawing convention as in Figure 4 is used.
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the result for model 5 obtained with MEM and CLEAN, respectively.
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source is unresolved, the brightness temperatures are
somewhat better reproduced by SSMEM than by MEM
and CLEAN, due to the tendency to super-resolution
offered by combining uv data at higher frequencies.

v) Contrast Between Source and Background

Finally we check how the result depends on the arbi-
trarily chosen background temperature. Models 6 and
7 have background temperatures set at D = 0.03% and
3% of the source maximum temperature while all the
other models have 0.3%. As shown in Figure 7(a)-(c),
we find that if the background is too high to make suf-
ficient contrast against the signal (model 7), then the
morphology is poorly reconstructed and the temper-
ature is underestimated. It is therefore better to set
the background flux to a low value (model 6), in which
case the reconstructed image becomes sharper and the
brightness temperature is fully recovered. As a caution-
ary remark, however, the background flux cannot be set
too low, because the source temperature could be over-
estimated as seen in model 6 at low frequencies, where
the image becomes more concentrated than the origi-
nal model. In a worst case the algorithm may not pro-
ceed because of the violation of positivity (§3.1.3). It
therefore appears that D = 0.03% is the optimal choice
in this case. If the background flux level is properly
chosen, we can minimize the above-mentioned problem
that the weaker source tends to be poorly reconstructed
in the presence of noise.

In Figure 7(d), we show the MEM results for model
6 (considered optimum case). The MEM and SS-
MEM spectra are similarly good at the strong foot-
point sources pl. At the weaker footpoint source p3,
the high frequency temperatures are a little more un-
derestimated under MEM. At the loop-top source, we
get larger variations in the spectrum under MEM. This
shows that SSMEM can better reconstruct the spec-
trum than MEM, even though the morphology may
look similar. In Figure 7(e), we show the CLEAN re-
sults, which are independent of the background flux.
Both map and spectrum obtained with CLEAN are
worse than those with SSMEM in this case.

IV. CONCLUSION

In this paper, we have outlined the basic elements
of the SSMEM, and examined several issues in apply-
ing the SSMEM algorithm to solar microwave imag-
ing spectroscopy. As a result, we have found several
advantages of SSMEM in comparison with MEM and
CLEAN algorithm. (1) As we use a highly eccentric
array configuration, a major drawback with CLEAN
appears that the map resembles the beam shape in
snapshot mode. At modest amount of noise the SS-
MEM overcomes the uneven wv distribution by search-
ing a global solution in frequency and space. (2) The
SSMEM can to some extent suppress noise to produce
a smoother spectrum than other techniques. In some
cases it can help in the removal of sidelobes better

than MEM and CLEAN. (3) SSMEM in the present
form is particularly good for reproducing the large,
optically thick source. Both morphology and temper-
ature are closely reproduced under SSMEM whereas
CLEAN tends to produce a distorted source shape, sys-
tematically underestimates the temperature, and pro-
duces spectra with large variations. At present SS-
MEM results are presented without convolution with
the CLEAN beam. (4) SSMEM more or less faith-
fully maintains the diversity of spectra depending on
the spatial positions, whereas CLEAN seems to make
spectra distorted by that of the maximum brightness
region. Maybe it tends to transfer the peak region spec-
trum to nearby regions. We thus conclude that the
present SSMEM performs better imaging spectroscopy
than MEM and CLEAN.

The results presented in this paper may be used as
a guide in applying SSMEM to sun-like radio sources
which have frequency-dependent size and intensity. We
have shown that the intrinsic source variation in the
presence of frequency-dependent noise will make the
imaging spectroscopy a challenging task. While we
have shown SSMEM can address the problem to pro-
duce a smoother spectrum than the other imaging tech-
niques, this does not mean that SSMEM is immune to
all difficulties arising due to intrinsic source variation
with frequency. For instance, we have shown that a
weaker and smaller source in the presence of relatively
high noise tends to be spread out due to entropy be-
ing less constrained by the data, and thus the bright-
ness temperature is underestimated. Worse, under so-
lar conditions this may distort the spectra due to a pro-
gressive drop in brightness temperature with frequency
due to the source (usually one of asymmetric footpoint
sources) becoming weaker with increasing frequency. In
this case SSMEM can lead to a systematic bias in the
spectral index determination, while elsewhere provid-
ing a correct spectral index for brighter sources. At
present, it appears that adjusting the background flux
arbitrarily with frequency is a simple remedy in opti-
mizing the fidelity in spectral reconstruction. In spite
of such unavoidable problems, which are common to
any imaging algorithm, our results show that SSMEM
is preferred for imaging spectroscopy in that it pro-
vides a global solution in the maps and spectra under
consistent treatment at all frequencies, and further its
rationale matches the scientific goals that we have for
imaging spectroscopy.

The issues discussed in this paper are most rel-
evant to solar imaging spectroscopy, while they can
also apply to other types of Fourier-Transform imag-
ing of astronomical objects at multifrequencies. At
radio wavelengths, the SSMEM can be used with the
currently available solar array, OVSA, and in future,
the Frequency-Agile Solar Radiotelescope (FASR). The
Enhanced Very Large Array (EVLA) data will also be
amenable to use of SSMEM. Fourier-transform imag-
ing is also employed in solar hard X-ray observations
with, for instance, the Hard X-ray telescope (HXT) on-
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Fig. 7.— Effects of background flux variation with frequency. Models 6 and 7 have a lower (D = 0.03%) and higher
(D = 3.0%) contrast of peak-to-background temperature compared with D = 0.3% used for all other models. The results
are shown in (b) and (c), respectively, along with model 1 in column (a). Columns (d) and (e) show the results for model 6
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board Yohkoh, and the Reuven Ramaty High Energy
Solar Spectroscopic Imager (RHESSI). In radio imag-
ing, we find that the NR method could be preferred for
computational efficiency. In the hard X-ray imaging
with RHESSI, however, we were informed that the syn-
thesized beam varies depending on the position within
maps, which makes the diagonalization approximation
invalid. In the latter case, we recommend to use the CG
method instead. Currently we are collaborating with
a NASA team (Dr. E. J. Schmahl, private communi-
cation) to develop another version of SSMEM for use
with the hard X-ray data obtained with the RHESSI.
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APPENDIX A. NOISE AND SIGNAL IN SO-
LAR VISIBILITY

We consider the correlated signal from two antennas.
One antenna has signal p and noise P and the another
antenna has ¢ and Q. Then the correlated signal is
V = (P+p)(Q+ q) and the true visibility is (V') = pq.
Here, () represents the expectation value.

For astronomical objects, the noise typically domi-
nates the signal (|P| > |p|) and any terms containing
the noise (Pgq, @Qp, and PQ) can be averaged out after
long time integration. For the sun, the opposite is true
and the correlation terms can survive. Under this idea,
we consider the range of possible form of the variance in
visibility amplitude. If |p| & |¢| and |P| = |Q| and fur-
ther |p| > | P|, the variance in V' can be approximated
to

o = (V- (V)]*) = (|pQ + qP|*) < |[pP|* (A1)

On general grounds, we can consider three cases. First,
the noise |P| is just independent of the signal, |p|, in
which case we will have the standard deviation o de-
pending on the visibility amplitude |V| as

o o p| o< [V[/? (A2)
Second, as more likely, the noise |P| may be propor-

tional to the square root of the signal, |p|, in which
case we have

o o [p[*? o [V|¥/4 (A3)

Finally, we consider a somewhat extreme case where
the |P| o< |p|. In this case we will have

o o [pl? o |V (A4)

In the paper we take the latter form which gives the
strongest dependence of noise on the signal in the mea-
sured visibility.
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